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Figure 1: Summary of communications up to the point of the station’s disconnection. includes
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to reboot his workstation and attempt to
reconnect to the other host while [ tracked
his station’s communications.

[ wanted to find out what was happen-
ing on the network when Mikey's station
locked up. If his station was communicating,
[ wanted to see what his station was “saying”
before the station locked up. I began captur-
ing all traffic on Mikey’s segment. By click-
ing on the LANalyzer for Windows Packet
Capture START button, I began capturing
packets on Mikey’s segment. Figure 1 shows
the summary screen of the communications
on Mikey’s segment up to the point when
he received the error message.

As you can see, packets after number 8
show that Mikey’s station suddenly began
transmitting bad packets—packets with
CRC errors. CRC errors are caused by
corrupt packets. Before a station transmits a
packet, the chipset on the network board
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Figure 2: Load balancing two network segments.

cable at the same time, the packets collide.
The result of these collisions in Ethernet is
fragments on the cable.

If the cabling system cannot handle the
load, you can split the network using a
router. On NetWare networks, you have
two choices: install a new router device on
the network or put another board in the
server to turn it into a router. In the
interest of time and money, [ opted for the
latter option.

Before I split the network, however,
needed to know which stations communi-
cated with which server. This information
helped me load balance the network to
reduce excess traffic on one segment.

I set up LANalyzer for Windows to cap-
ture traffic to and from FS1-SALES and to
send this information to the Station
Monitor screen. Then [ identified stations
communicating with FST-SALES and the
frequency of the communications. I set the
Station Monitor screen to sort by the
Kbytes/out column. I selected File > Print to
record the results.

[ performed the same test using FS2-
MKTG in the capture filter. By viewing
the Station Monitor screen, I identified
stations that were communicating most
often with FS2-MKTG and printed the
results. After studying the printouts,
noted the following:

e 21 stations communicated with only
FS1-SALES.

¢ 19 stations communicated with both
FS1-SALES and FS2-MKTG.

e 31 stations communicated with only

FS2-MKTG.
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